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C O N J U G A T E  Q U A S I L I N E A R  D l R l C H L E T  AND 
N E U M A N N  P R O B L E M S  AND A P O S T E R I O R I  

E R R O R  B O U N D S  

John E. Lavery 
Goddard Space Flight Center 

INTRODUCTlON 

Interest in solving quasilinear Dirichlet and Neumann problems of the type 

au  au- ;[P(;,$,x,Y);] - $[ci(z.dy.x?Y)2] = 0 

arising in such areas as torsion, elasticity, and filtration has been sharpened in the past few 
decades by the development of numerical methods for efficiently solving these problems 
and the possibility of programming these methods on computers. Of great importance for 
the application of these numerical methods are computable a posteriori error bounds for 
the norm of the difference of an approximate solution and the unknown exact solution. 
In this document, the concept of conjugate quasilinear Dirichlet and Neumann problems 
is introduced with the goal of obtaining two-sided bounds for the energies of the solutions 
of the Dirichlet and Neumann problems. These two-sided bounds for the energies are 
subsequently used to obtain a posteriori error bounds for the norm of the difference of 
the approximate and exact solutions.* 

PRELIMINARY REMARKS AND AUXILIARY RESULTS 

All variables and constants will be exclusively real-valued. Lower case c’s, with or without 
numerical subscripts, will denote finite constants. Derivatives will be den0ted by literal 
subscripts for functions of two variables, for example, uxy = a2u/ayax (x,y), and by 
numerical subscripts for functions of more than two variables, for example, p32(X,Y,x,y)= 
a2p/aYax ( x , ~ , x , y ) .  

The letter D will denote the rectangular domain (-a,a) x (-b,b) in R2.The area differential 
in D or in any domain in R2 will be denoted by dA. The boundary D’ of D will be para
metrized in a counterclockwise direction starting from the lower left corner by a parameter 
s. The four open straight line segments of D’ will be denoted by D., i = 1,2,3,4 (in any order). 

Differential will mean Gateaux differential. Let B and B, denote Banach spaces. Let Bo 
denote a subspace of B and B, denote the set {(EB: C = c0 + f l ,  CoeBo), where c1 is some 
fixed element of B. For operators with differentials, the following generalizations of the 

*Results presented in this document have been presented in more detail in Chapters I and I1 of the informal 
publication John E. Lavery, “Solution of a Class of Quasilinear Dirichlet and Neumann Problems by the 
Method of Moments with A Posteriori Error Bounds,” GSFC X-814-73-29,Greenbelt, Maryland, 
January 1973. 
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mean-value theorem and Taylor theorem of classical analysis hold (reference 1, pp. 37-41). 
In these lemmas, A denotes an operator from B, into B,. 

Lemma 1. If the operator A possesses a differential A’ at every point of B, , then, for any 
fixed 5 in B, ,any fixed q in Bo, and any fixed e in the conjugate space B; of B, , there 
exists a constant r, 0 <r < 1, such that 

(A({ + 77) - A({), e )  = (A’ (P + 7 77,771, e), 

where r depends on 5,  q,and e. 

Lemma 2. If the functional A possesses a second differential A” at every point of B, ,and 
A!‘(( + rr),$, F )  is continuous as a function of the real variable r for all fixed 3‘ in B, and 
all fixed r ) ,  9,and 7in Bo, then, for any fixed 3‘ in B, and any fixed r )  in Bo, there exists a 
constant T ,  0 <T < 1, such that 

1 
A ( { + v )  -A({) = A’({,77)+2A1’(r+r77,77,77). 

A functional A with a second differential will be called convex if there exists a positive 
constant c such that A”((, q,q) Z c 11 r )  11; . (This definition is more restrictive than usual,

0
but is sufficient for our purposes.) 

Lemma 3. Let the Banach space Bo be a Hilbert space. Let A be a convex functional on 
B ,  , and let A satisfy the hypotheses of lemma 2. Then there exists a unique point f 
in B, at which A has an absolute minimum. The point f is the unique stationary point of 
A, that is, the unique point at which A’(f,r)) = 0 for all q in Bo. 

The Sobolev space W: (D) will be denoted by Hm (D), with inner product 

Li (D) will denote the Hilbert space of equivalence classes of elements of H1 (D) which 
differ by a constant, with the inner product 

Hi(D) will denote the Hilbert space which is the closure of the set of infinitely differentiable 
functions with compact support in D in the norm / I  IIH1(D). 

The following lemma is a generalization of a result of classical analysis. (See reference 2, 
p. 227, theorem 4.) 
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Lemma 4. Let and $ be in Ho(D) and let 

fl(@hx - $hy) dA = 0 

for all h in Hi(D). Then there exists a unique @ in Li(D) such that 

a* a*
-=$ and -=$. 
ax aY 

The standard Friedrichs inequality is stated in lemma 5. 

Lemma 5. For all u in Hi(D), 

2 1 2
II u I 1  > I I U  II':(Dl [4 min (a2, b2) + 11 H ~ ( D ) '  

H'/'(D') will denote the Banach space consisting of the traces on D' of the elements of 
H1(D) (see reference 3 ) .  It is well known that H'/'(D*) C L,(D'). For any g E H'I2(D'), 
Hi (D) will denote the set of elements u E H1 (D) such that illD. = g ("the trace of u on D 
is g"). Consider the functional M defined for all u in H i  (D) by 

This functional satisfies the hypotheses of lemma 3. Therefore, there exists a unique element 
6 that minimizes M over Hi (D). The norm 11*11,,, on the Banach space H'/'(D') will be 
given by 

I l g I I  1 /2 --J'w=/w..:( D )  

Let two elements of H'/'(D') be defined to be equivalent if they differ by a constant. Let 
E'/'(D') be the Banach space of equivalence classes of H112(D') defined by this equivalence 
relation, equipped with the norm 

where is the element that minimizes M(u) over Hi (D), i being any member of the equiva
lence class g. To each element v in Li(D) there corresponds a unique element g = VI,,. in 
L'/'(D'). 

H-'12 (DO) will denote the linear space of linear functionals on H'l' (De). The value of the 
element i EH- ' /~(D*)at geH'12(D') will be denoted by ( i , g ) .  L,(D') is a subspace of H-l/'(D') 



since, to every element g" of L, (DO), there corresponds the functional i of H-'12 (DO) defined 
by 

Define ;-'I2 (DO) = {iE H-1/2(D'): (i,1) = 0 )  . Let L-l12(D') be the linear space of linear 
functionals on L'12(D*). Tee value of E L-'I2(D*)at g E L112(D') will be denote: by 
(&g). It can be shown that H-'l2(D') is isomorphic to  (DO). For a given i in K112(DO), 
define the functional Ni on L: (D) by 

This functional satisfies the hypotheses of lemma 3. Therefore, there exists a unique element 
that minimizes N; over L: (D). Define the norm ( I  11- /, on H-'I2 (DO) by 

l l i  Il-'/, = I l i  II 
L i  (D) '  

0 


Under this norm, H-'12(D') is a Banach space. 

The following lemma will permit defining the the derivative of an element of H'12(D'). 

Lemma 6. Let g and g" be any two fixed elements of H112(DO). Then the bilinear functional 

has the same value for all (u,h) in Hi (D) X Hi(D). 

Let be the unique element that minimizes M over Hi (D). By lemma 6, @(b,h) is a linear 
functional on hiD. in H112(DO). Thus, the element g' of H-'I2 (D') is well-defined by the 
equality 

(g',h ID.)=@((;,h) 

for all h in H' (D). Moreover, for all h such that hl,. = 1 ,  

0 


Hence g' is in ;-'I2(D*). The element g' of H-l12(D') will be called the derivative of the 
element g of H112(D'). Note that g = c implies that fie c and hence that c' = 0. 
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Conversely, the concept of a primitive of an element of k-'12(D*) can be defined as 
follows. Let ? minimize N i  over Li(D). By lemma 3, NH(;,h) = 0 for all h in Li (D) or, 
equivalently, for all h in H'(D). Hence, for all h in HA(D), 

(?, hx + iY hy)d A = N', (G, h) = 0. 
g 

Lemma 4 then implies that there exists a unique elemento; of Lk (D) such that GX = -jyand 

A A 


uY = v,. Define g = GI,. eL'12(D'). A primitive of i in H-'l'(D')will then be any fixed 

element 1i e H'12 (DO) out of the equivalence class g. Note that any two primitives of i differ 

only by a constant. 


The derivatives and primitives defined here can be multiplied by constants and added in the 

same manner as conventional derivatives and primitives, that is, g' S cg"= (g + cE)' and 

li + cJ6 = co + J(i+ ci). The following two lemmas also hold. 


Lemma 7. Let g be in H112(D'). Then 


s (g') = g + c-

Lemma 8. Let g be in k112(D*).  Then 

[(s a + C I  ' = E. 
Using lemmas 6 and 7 the following result can be proved. 

Lemma 9. Let g be in H1/2(D"). Then the following two statements are equivalent: u" is in 
Hi+, (D), and u" is in HI (D) and is such that 

-E(Tyhx - Txhy) d A = (g', h I D . )  

for all h in H' (D). 

It is of importance that, in all cases of coomputational interest, derivatives of elements of 
H'/'(D') and primitives of elements of H-"' (DO) can be calculated by conventional 
differentiation and integration along D' rather than by solving the linear Dirichlet and 
Neumann problems of finding the 6and G such that M'(6, h) = 0 and NL (5, h) = 0, that is, 
of minimizing M(u) and Ng(v). These results are stated in the following two lemmas. 

Lemma 10. Let g =  g(s) be in{g e Co (D.1: g!,,: E Wi (D;), i = 1,2,3,4 1 .  By dg/ds, denote 
the element of L, (DO) that equals the distributional derivative (counterclockwise direction) 
of gl,. on DI, i = 1,2,3,4. Then g'= dg/ds. 
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Proof. By lemma 9 and the density of the set of infinitely differentiable functions on D in 
H' (D). 

Lemma 11. L e t g = g ( s ) b e i n L , ( D ' ) n  k 1 / 2 ( D ' ) .  Letg=g(s)=SS, i ( i ) d i .  Then 
j ;  = g + c. 

Proof. By lemmas 7 and 10. 

Since the trace on D' of any element of H' (D) is in L, (DO), the definition of the Hilbert 
space (D) = {v E H' (D): ID.(viD- ) ds = 0 1 with inner product can be made. 

1 1For this space, the following lemma holds. 

Lemma 12. For all v in (D), 

2 1 2 
I I V  II > - I I V  II 

L:(D) 8 m a x ( a 2 , b 2 ) t  1 H I  ( D ) '  

To conclude this section, a lemma concerning matrices will be stated. 

Lemma 13. Let q5 (x,y), &x,y) and F(x,y) be elements of L,(D), and let there exist positive 
constants t ,c, and ? such that 

ĉ  <@ (x, y) <c, 

t <4 (x, y) <c, 
and 

for almost all (x,y) in D. Then, for all (X,Y) in R2, 

at almost all (x,y) in D. 

CONJUGATE QUASILINEAR DlRlCHLET AND NEUMANN PROBLEMS 

Let there be given functions p(X,Y,x,y) and q(X,Y,x,y) satisfying the following conditions 
(1a)-( 1e) : 

p(X, Y, x, y) and q(X, Y, x, y) are defined and finite for all (X, Y, x, y) in R2 X D; 

for each fixed (x, y) in D, p(X, Y, x, y) and q(X, Y, x, y) are in C1(R2); 

for each fixed (X, Y) in R2,  p,(X, Y, x, y) and q,(X, Y, x, y) are in LJD), i = 1,2. 

6 




There exist positive constants ml , M I ,  m,, M,, and m3 such that for all (X,Y,x,y) in 
R2 X D 

m3 G [P (X, Y, x, Y) + P, (X, Y, x, Y) XI [q (X, Y, x, Y) + q2 (X, Y ,x, Y) YI 
( Id)- [P, (X, y ,  x, Y) XI [q, (X, y, x, Y) Yl. 

(Condition (1d) guarantees the uniform ellipticity of the Dirichlet and Neumann problems 
and is used to show that the energy functionals for these problems are convex.) For all 
(X,Y,x,y) in R2 X D, 

P, (X, y ,  x, Y) x = q, (X, y ,  x, Y) y. ( le )  

(This condition is the so-called potentialness condition, which guarantees the existence of 
potentials or energy functionals, the minima of which occur at the solutions of the Dirichlet 
and Neumann problems. See chapter I1 of reference 1 for general theorems on the existence 
of energy functionals.) Note that conditions (IC),(Id),  and ( le) together imply that for all 
(X,Y,x,y) in R2 X D, 

Inequalities ( 1c) and ( 1d') and equality ( 1e) imply that 

IP, ( X , Y , X , Y ) X I < J ~  1 
4, (X, y, x, Y) YI JK 

uniformly for all (X,Y,x,y) in R2 X D. 

Let there be given a function g in H'/,(D'). The Dirichlet problem consists in finding a 
function U e Hg'(D) such that 

for all h in HA(D). (This is the variational formulation of the Dirichlet problem stated in 
the introduction.) 
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Define the energy functional of the Dirichlet problem to be 

on Hi (D). Using conditions (1) it can be shown that the first differential of E is 

and that the second differential of E is 

where h and are any elements of HA(D). The properties of E are used to  prove the follow
ing two theorems. 

Theorem 1. There exists a unique solution of the Dirichlet problem. 

Proof. Define the 2-by-2 matrix function P = P(x,y) by 

P2 (Ux’Uy’  x,Y) ux 

q1 (U,’ UY’ x,Y) uy q (U,’ UY’  x,Y) + q2 (U,’ UY’x,Y) uy 

From conditions (1  c) and (1 d) and lemma 13, one obtains that 

uniformly for all u in Hi (D) and all h in HA(D). Lemma 5 further implies that 
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m3 
E” (u, h, h) 2 llhll 

2M, [ 4 m i n ( a 2 , b 2 ) + l ]  H 1 ( D ) ‘  (4) 

Hence, E is convex over Hi (D). Lemma 3 then implies that there exists a unique function 
U in H,’ (D) such that 

E’ (U, h) = 0 ( 5 )  

for all h in Ht(D). This equality coincides with equality (2). Hence, U is the unique solution 
of the Dirichlet problem. 

Theorem 2. If { u)r=  C Hi (D) is a minimizing sequence for E(u), that is, if 

E (,u) -+ in f  E(u) 
u E H: (D) 

as n-+00, then :I + U in H1(D). 

Proof. By lemma 3, the unique absolute minimum of E(u) occurs at the solution U of the 
Dirichlet problem, that is, 

in f  E(u) = E(U). 
u e HL (D) 

By lemma 2, for each n > 1 there exists a constant T ~ ,0 <T~ < 1, such that 

1 
E (,u) - E (u)= E’ (u, -u)+- E” (U + 7n - u),nu  - U, n u  - V)

2 
1- E”(U+7 ,  ( ,U-U) , , ,U-U, ,U-U) ,
2 

the second equality following from equality ( 5 ) .  By inequality (4), therefore, 

m3 2 
E (,u) - E (u)2 

4 M, [4 min (a2, b2) +1] 
I I  , u  - u It 

H ~ ( D )’ ( 6 )  

which implies that n u+ U in H1(D). 
0 

Let there be given a function g in H-’12(DO). The Neumann problem consists in finding a 
function V E L:(D) such that 
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for all h in Li(D). (This is the variational formulation of the Neumann problem stated in the 
introduction.) 

Define the energy functional of the Neumann problem to be 

on Li (D). Using conditions ( l ) ,  it can be shown that the first differential of F is 

and that the second differential of F is 

where h and k are any elements of L: (D). The properties of F are used to  prove the follow
ing two theorems. 

Theorem 3. There exists a unique solution of the Neumann problem. 

Proof. By the same reasoning as that used to prove inequality (3) ,  one obtains that 

uniformly for all v and h in L: (D). Hence, F is convex over L: (D). Lemma 3 then implies 
that there exists a unique function V in L: (D) such that 

F' (V, h) = 0 (9)  

for all h in L: (D). Let V denote also the unique element in H1(D) out of the equivalence 
class V which is in (D); Equality (9) then implies that V satisfies equality (7) for all 
h in Lt(D) or, equivalently, for all h in H' (D). Hence, V is the unique solution of the 
Neumann problem. 

Theorem 4. If {,,v)n"= C L:(D) is a minimizing sequence for F(v), that is, if 

F (,v) -+ i n f  F (v). 
v E Li  (D) 
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as n += 00, then n v  += V in Li (D). If each element of the sequence is normalized so that 
(,VI:= C (D), then ,v += V in ,H’(D). 

Proof. By lemma 3, the unique absolute minimum of F(v) occurs at the solution V of the 
Neumann problem, that is, 

inf F(v) = F  (V). 
v E L: (D) 

By lemma 2, for each n > 1, there exists a constant T,, ,0 <T, < 1, such that 

1 
F (,v) - F (V) = F’ (V, ,,v -V) +-

2 
F” (V + 7, (,v - V), v -V, v - V) 

1 
= - F ” ( V + 7  n n  n V

2 
( V -9, -V,,V -V), 

the second equality following from equality (9). By inequality (S), therefore, 

which implies that n v  += V in Li (D). If V and the ,v are normalized to  be in (D), then 
inequality (1 0) and lemma 12 imply that 

m3 2 
F (,v) - F (V) 2 

4 M 2  [8max(a2 ,b2)+ 11 
I I  ,v  -v II 

H 1 ( D ) ’  

which implies that ,,v += V in H1(D). 

The concept of conjugate Dirichlet and Neumann problems is based on the following trans
formation from R2 to R 2 .  Let functions p(X,Y,x,y) and q(X,Y,x,y) satisfying conditions 
(1) be given. Let (x,y) be a fixed but arbitrary point in D. Consider the transformation 
(X,Y) += (Z,W) from R2 into R2 defined by 

z = q(X,  y,X,Y) y, 

w = -p (X,Y, x,y) x. I 
This transformation is a special case of the Legendre dual transformation (see reference 4). 
The Jacobian matrix of the transformation is 

q1 (X, y,x,Y) y 9 (X, y,x,Y) + 42 (X, y,x>Y) y 

J (X, y,x,Y) = 

-P (X, y,x,Y) - PI (X, y,x,Y) x - P* (X, y,x,Y) x 

11 



a matrix which is nonsingular for all (X,Y) in R2,since, by condition (Id),  

0 < m3 < det J (X, Y,x,y). 

The invertibility of J implies that the range of transformation (1 2) is open. Using condition 
( lb) ,  it can be shown that the range is also closed. Since the range is nonempty ((0,O) is in 
the range), then, transformation (12) maps R2onto R2.  Let (X,Y) and (k,?) both be 
preimages of some point (Z,W). Then, by lemma 1, 

o =  ((;)-(;),( -x + xT - y ) )  R 2  = (J(x....y)(a::),(-p;:)) R 2  

> c [ ( 2 - X p + ( ? - Y ) 2 ]  

for some positive constant c, wliere % = X + t(% - X) and 7= Y + t(? - Y) for some t in 
(0,l). The inequality above follows from the positive definiteness of the matrix in the 
second-to-last line (see lemma 13) and implies that 2 = X and 9 = Y. Hence, transformation 
(12) is not only onto but also one-to-one, that is, it is an isomorphism of R2 onto R 2 .  This 
permits one to  define conjugate functions b(Z,W,x,y) and t(Z,W,x,y) for all (Z,W) in R2 
by the relations 

From equalities (12) and (1 3), it is clear that the inverse transformation (Z,W) + (X,Y) is 
given by 

The functions and 4 defined by equalities (1 3) satisfy the same conditions as p and q (the 
constants mi and Mi may be different). Indeed, equalities (13) imply that $ and satisfy 
condition ( l b )  with m, and M, replaced by &., = l/Ml and Ml = l /m,  ,respectively. Since 
the mapping (X,Y) +-(Z,W) is continuously differentiable with nonsingular Jacobian matrix, 
the inverse mapping is also continuously differentiable. This fact in turn implies that and 

satisfy conditions ( la) ,  since from equalities (13) one obtains, for example, 

12 
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ax ay
-ql (X, y,x, Y) -az - q2 (X, y,x, Y) 

PI, (Z, w,x, Y) = 

[q(X, y,x,Y)1 
For fixed (x,y) in D, consider the Jacobian matrix 

- (Z, w,x, Y)W - s<z,w,x, Y) -s2(Z, w,x,Y)W 

-
[J (X, y,x, y1l-l = J (Z, w, x, Y) =(1;(Z, w ,  x, Y) + fil (Z, w,x, Y P  Pz (Z, w,x, Y)Z 

of the inverse transformation (14). From condition ( 1  d') for p and q, one obtains condition 
( Id)  for 5 and 6: 

Ag< [det J (X, Y, x, y)]-' = det f (Z, W, x, y) 

= [P(Z, w ,  x, Y) + P, (Z, w,x,Y)ZI [;i(Z, w,  x, Y> + q2 (Z, w,  x ,  Y)WI 

- IP, (Z, w ,  x, Y)ZI 14, (Z, w ,  x, Y W I  , 
where i3= 1/M;. Equating the off-diagonal elements of f and J-' and using conditions (1c) 
and (1d') for p and q yields condition ( 1  c) for ^p and 4with m2 and M, replaced by h2= 
= m, /(M2)2 and M2 = M, /m3, respectively. Finally, equating the diagonal elements of j and 
J-' and using condition (1e) for p and q imply that and satisfy condition (le).  Thus, 1; 
and satisfy all of conditions (1) (with different constants). 

The relationship between the energies of the solutions of conjugate Dirichlet and Neumann 
problems is a consequence of the following lemma. 

Lemma 14. For all (X,Y) in R2 , 

-1'[t ?,(tZ, tW, x,y) Z2 + t 4(tZ, tW, x, y)W2] dt 

=l1 

[t p(tX, tY, x,y)X2 + t q(tX, tY, X, y)Y2] dt. 

Proof. Fix (x,y) in D. Consider X and Y to be functions of Z and W. Define @(Z,W)to be 
the left side of equality (15 )  minus the right side. Using relations (12) and (14), it is easily 
shown that a@/aZ= &b/aW = 0. This, and the fact that G(0,O) = 0, imply that @(Z,W)= 0 
for all (Z,W) in R2 ,from which equality (15 )  follows. 
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Let there be givenothe Dirichlet problem (2). Define the functions and by relations 
(1 3). Define in H-1/2(DO) by the equality 

= g'. 

The definition of g' involves solving a linear Dirichlet problem with coefficients p = q E 1, 
but if g is in { g E Co (DO): gl,, e W: (D.), i = 1,2,3,4 1 ,then, by lemma 10, g' is the con
ventional distributional derivafive of g. The problem of finding V E (D) such that 

for all h in H1(D) is a well-posed Neumann problem with a unique solution. This problem 
will be called the Neumann problem conjugate to the given Dirichlet problem (2). 

Let U be the solution of the Dirichlet problem. Since equality (2) holds for all h in HA(D), 
lemma 4 implies that there exists a unique ? in Li (D) such that 

Denote also by ;the unique element of the equivalence class ;which is in H' (D). Equalities 
( 17) imply that 

A ^ 1 ux= - q (v, ,vy Y x9 Y) jy9 

A , .  1 uy= P (V,' vy ' x, Y) ix. 

Therefore, by lemma 9, 

= k'?h l D . )  

for all h in H' (D), that is, = V, the solution of the Neumann problem (16). Hence, the 
relations 
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hold between the solution U of the given Dirichlet problem (2) and the solution V of the 
conjugate Neumann problem. 

Let there be given the Neumann problem ( 1  6). Define p and q by relations (13). Define 
g in H'12(D') by the equality 

g = (Ii ) + i, (19) 

where is a constant which can be adjusted according to external criteria. The definition of 
J involves solving a linear Neumann problem with coefficients 6 = i 3  1 ,but if is L2(D'), 
then, by lemma 1 1,g coincides with the distributional primitive g(s) = Js, i(s^)d i  -t c of &s). 
The Dirichlet problem of finding U E Hi (D) such that equality (2) is satisfied, where p, q, 
and g are defined by equalities ( 1  3) and ( 19), will be called the Dirichlet problem conjugate 
to the given Neumann problem (16). 

Equality (16) and lemma 4 imply that there exists a unique in Lf (D) such that 

Denote also by :E H' (D) the unique element of the equivalence class which is such that 
ID.GI,,. ds = lD.g ds. Then equalities (20) imply that 

for all h in H' (D). Hence, by equality (19) and lemmas 8 and 9, :ID. = g + c for some con
stant c. But since 1,. :ID. ds = ID.g ds (: was chosen so that this condition is satisfied), c 
must be zero, that is, :E H,' (D). Equalities (20) imply that 

and 

Therefore, by lemma 

= - ((vID.)t,o) 
= 0, 
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that is, ;= U, the solution of the Dirichlet problem (2). Hence, relations (18) hold be
tween the solution V of the given Neumann problem (16) and the solution U of the con
jugate Dirichlet problem. 

An important property of the conjugation procedures described above is that the problem 
resulting from two successive conjugations is again the original problem. Specifically, if one 
constructs the Neumann problem conjugate to a given Dirichlet problem and constructs the 
Dirichlet problem conjugate t o  that Neumann problem, then it is clear from the symmetry 
of relations (13) and from lemma 7 that one obtains the original Dirichlet problem back again 
(by adjusting the constant in equality (1 9) properly). If one constructs the Dirichlet problem 
conjugate to a given Neumann problem and constructs the Neumann problem conjugate t o  
that Dirichlet problem, then it is clear from the symmetry of relations (1  3) and from lemma 
8 that one obtains the original Neumann problem back again. 

Of greatest importance is the property of conjugate Dirichlet and Neumann problems stated 
in theorem 5. 

Theorem 5. Let the Dirichlet problem (2) and the Neumann problem (1 6) be conjugate to 
each other and have energy functionals E and F and solutions U and V, respectively. Then 

-F (V) = E (U). (21) 

Remark. Sewell (reference 4) presents a similar result based on the Legendre dual trans
formation without discussion of the existence of the potential function of the conjugate 
problem or of the differentiation or integration of the boundary function. 

Proof. Since F'(V,h) = 0 for all h in H1 (D), clearly F'(V,V) = 0 or, equivalently, 

Therefore, 

[t~(tVx,tVy,x,y)V~+t~(tVx,tVy,x,y)V~1
dAdt. 

D 

Relations (18) and lemma 14 (and Fubini's theorem, which permits interchanging integrations 
over D and over t) then imply that equality (21) holds. 
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A POSTERIORI ERROR BOUNDS 

Let {,us C Hi(D) and { ,v );=lC,H1 (D) be minimizing sequences for the energy 
functionals of the conjugate Dirichlet and Neumann problems. Then, by theorem 5 ,  the 
inequalities 

- F (,v) <E (U)< E  (,u) 

and 
- E  (,u) <F (V) <F (,v) 

hold for all n. Moreover, since E(, u) + E(U) and F(,v) + F(V), the two-sided error bounds 
in inequalities (22) converge to  E(U) and F(V), respectively, as n + 00. For the Dirichlet 
solution U, inequalities (6) and (22a) yield the a posteriori error bound 

24 M 2  [4min(a2 ,b2)+  1 3  
[E (,u) + F (,VI] 2 II ,u - U II 

m3 H ~ ( D ) '  

In certain cases, the a posteriori error bound, 

which is derived from inequality (3) in the same manner in which inequality (23a) was derived 
from inequality (4), is more meaningful physically than inequality (23a). For the Neumann 
problem, inequalities (10), (1 l), and (22b) yield the a posteriori error bounds. 

and 

24M2 [ 8 m a x ( a 2 , b 2 ) + 1 ]  
[F (,v) + E (, u)] I1,V - V I I  H 1  ( D ) ',. 

m3 

Note that, by theorem 5 ,  the bounds in inequalities (23) and (24) approach zero, since 

E (,u) + F (,v)+ E (U) - E  (U)=O. 

ACKNOWLEDGMENT 

The author expresses his gratitude to Prof. Ivo Babugka of the University of Maryland for 
numerous fruitful discussions and helpful criticisms. The results presented in this paper were 
obtained while the author was employed by NASA/Goddard Space Flight Center, Greenbelt, 
Maryland. 

17 




REFERENCES 

1. M. ha. Vainberg, Variational Methods for the Study of Nonlinear Operators, Holden-Day, 
San Francisco, 1964. 

2. David V. Widder, Advanced Cizlculus, Second Edition, Prentice-Hall, Englewood Cliffs, 
N.J., 1961. 

3. J i n d h h  NeEas, Les Mithodes Directes en Thebrie des Equations Elliptiques, Academia, 
Prague, 1967. 

4.M. J. Sewell, “On Dual Approximation Principles and Optimization in Continuum 
Mechanics,” Phil. Trans. Roy.  SOC.Lon., 265 (1 162), November 13, 1967. 

NASA-Langley, 1916 



NATIONAL 

N A T I O N A L  AERONAUTICS A N D  S P A C E  ADM I N I S T R A T I O N  

W A S H I N G T O N .  D.C. 20546-
POSTAGE AERONAUTICS A N D  (S)A N D  F E E S  PAID 

O F F I C I A L  B U S I N E S S  S P A C E  A D M f N I S T R A T l O N  
PENALTY FOR P R I V A T E  U S E  1300 SPECIAL FOURTH-CLASS RATE 451 

USMAIL
BOOK 

348 001  C 1  U G 760227 S009030S 
DEPT OF THE A I R  FORCE 
AF WEAPONS LABCRATORY 
ATTN: TECHNICAL L I B R A R Y  f SUL) 
KIRTLAND A f E  N M  87117 

: 

-

“The aeronautical and space activities of the United States shall be 
conducted so as to  contribute . . . t o  the expansion of human knowl
edge of phenomena in the atmosphere and space. T h e  Administration 
shull provide for the widest practicable and appropriate dissemination 
of information concerning its activities and the results thereof.” 

-NATIONALAERONAUTICSAND SPACEACT OF 1958 

If Undeliverable (Section 158 
Postal Rlanual) Do Not Return 

NASA SCIENTIFIC AND TECHNICAL PUBLICATIONS 

TECHNICAL REPORTS: Scientific and 
technical information considered important, 
complete, and a lasting contribution to existing 
knowledge. 

TECHNICAL NOTES: Information less broad 
in scope but nevertheless of importance as a 
contribution to existing- knowledge.-
TECHNICAL MEMORANDUMS: 
Information receiving limited distribution 
because of preliminary data, security classifica
tion, or other reasons. Also includes conference 
proceedings with either limited or unlimited 
distribution. -
CONTRACTOR REPORTS: Scientific and 
technical information generated under a NASA 
contract or grant and considered an important 
contribution to existing knowledge. 

Details on the availabilify of these 

TECHNICAL TRANSLATIONS: Information 
published in a foreign language considered 
to merit NASA distribution in English. 

PUBLICAT1oNS: Information 
derived from or of value to NASA activities. 
Publications include final reports of major 
projects, monographs, data compilations, 
handbooks, sourcebooks, and special 
bibliographies. 

TECHNOLOGY UTILIZATION 
PUBLICATIONS: Information on technology 
used by NASA that may be of particular 
interest in commercial and other. non-aerospace 
applications. Publications include Tech Briefs, 
Technology Utilization Reports and 
Technology Surveys. 

publications may be obtained from: 

SCIENTIFIC AND TECHNICAL INFORMATION OFFICE 

N A T I O N A L  A E R O N A U T I C S  A N D  SPACE A D M I N I S T R A T I O N  
Washington, D.C. 20546 


